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Abstract

The collective representations of stimuli in newopopulations of cat primary visual cortex
were studied. Dynamical neuronal activity distribos of population responses (population
representations) were constructed from measuredidin@l cell’s responses to foveal stimuli
over a defined stimulus parameter space, in ow tas 2-dimensional retinal position. We
used a set of “composite stimuli” based on combinat of “elementary stimuli” in order to
induce and quantitatevly describe cooperative amupetitive interactions. In contrast to
classical approaches using optimized receptivel figintered stimuli the method presented
here requires the stimulation of a whole cell ertdenwith an identical common stimulus.
The constructed activity distribution allows a qt@tive investigation of activation
dynamics. We found lateral suppressive interacttortse mainly responsible for the observed
nonlinear effects.

Introduction

The functional importance of cooperative effectsvisual information processing gains
increasing interest in both psychophysical and o@wsiological research [1,5,7,12].
Cooperativity leads to essential nonlinear effentshe information processing of sensory
stimuli. Classical descriptions of cortical funct®o in terms of receptive fields appear
incomplete in presence of strong cooperative effd6t9,10]. Moreover, receptive field

properties were shown to be highly context dependg), to process complex

multidimensional tuning properties [11] and comp#gpatio-temporal transfer characteristics
[2,3]. Therefore it is difficult to interprete sileg cells’ responses with respect to their
implications for the global behaviour of the neuratwork.

We propose to analyze nonlinear cooperative phenana the level of the dynamics of

collective neural activation variables. We transfomultineuronal data using a special

population codingechnique that was introduced for the analysith@motor domain [4,8]. In

a sensory domain population coding can be regaadeithe projection of many single cells’

responses to a common stimulus into a space repggehe stimulus parameter of interest.

Here we study population responses in cat striattex to describe effects of distance

dependent interactions of “composite” stimuli. TAi®ws us to compare measured dynamical
population representations of these stimuli witbresentations calculated by superposition of
representations of the corresponding single (“etearg”) stimuli.
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Materials and Methods

1. Electrophysiological Recordings and Visual Stimiu

In the foveal representation in area 17 of 21 aha@ged cats 186 single units were recorded
extracellularly using platinum electrodes. Stimuére presented on a monitor (120 Hz) at a
distance of 114 cm. To all neurons an identicab$éashing stimuli was presented randomly
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Fig. 1 A: A common stimulus (gray square) is presged within the stimulus
grid irrespective of the location of individual reeptive fields (gray
ellipses); B: Common stimuli are presented along éne of 3.2° length;
left — elementary stimuli; right — composite stimui.

at a fixed foveal position in the visual fieldofnmon stimuji These were of two types:

1) elementary stimuli8 squares (size 0.4 by 0.4°) randomly flashecha@la line of 3.2°
length, 2)composite stimulistimuli composed of 2 simultaneously flashed @etary stimuli
separated by various distances (0.4°-2.8°), predefar 25 ms, at 0.6Hz, n presented = 32.
(Fig. 1A,B). In addition, the location of the retiep fields of each individual cell as
quantitatively measured with flashing stimuturfing stimul) using the response plane
technique (flashing spots of light, 0.40_ - 0.64antkter), randomly displayed on a grid,
presented for 25 ms, at 1 Hz, presented n = 2B.r€heptive field (RF) center for each
individual cell was defined as the location of th&imum of its smoothed RF-profile (Fig.
2A), which was obtained by mapping the responsength of individual cells onto the
positions of the corresponding stimulus grid irnualsspace.

The position of the common stimuli was not chandgedng the entire recording session,
irrespective of the receptive field location of imidual neurons (non-RF-centered approach,
Fig. 1A). The firing rate of a neuron to a commdimslus was defined as the average
response during 32 stimulus repetitions after dtisionset within a single time window. The
individual firing rates of the cells were normabizior their maximum fire rates to all tuning
stimuli during any single 10 ms time window, 0 -108 after stimulus onset.

2. Construction of population representations

For a given stimulus, the contribution of each telthe population response is its normalized
actual firing rate in parameter spaocgy) centered at its RF-center location (Fig. 2B). To
achieve an interpolated and smooth activity distidn, spatial lowpass filtering was
performed by weighting individual firing rates wigéhgaussian profile.
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A RF-profiles

Fig. 2: Construction of a smooth, interpolated neual activity distribution in a
visual stimulus space. A: RF-profiles are derivedrbm the single cells’
responses to tuning stimuli. RF-centers are defineds the locations of
maxima of smoothed individual RF-profiles in the vsual space relative to
the common stimulus raster. The position of an eleemtary stimulus is
indicated by a gray square within the stimulus rastr; B: individual cell
responses are normalized for maximum activity and faced in the visual
field as delta functions according to their RF-cerdrs (arrow), providing
a raw activation distribrution. The height of the lines correspond to the
response strength of individual cells to a stimulugwhite square); C: the
raw distribution is interpolated and corrected for sample density; D: the
same data as shown in C, presented graylevel-codeu 2 dimensions.
Axes indicate degrees in visual stimulus space

Thus, the contribution of each cell is given asasgian profile (sigma = 0.4_ in visual space)
in the parameter space,)) centered at its RF-center location and with ateproportional
to its actual firing rate.

To correct for sampling density, the interpolateghydation activity distribution is divided by

a distribution equally constructed from equal indiaal cell activations of 1. The result is an
interpolated population activity distribution tagimto account irregularities in the sampling
density (Fig. 2C,D).
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Results

1. Elementary stimuli - representation of retinal msition

a) Within activity distributions based on projectsoof population responses to elementary
stimuli into the visual field we observe areas abed activity close to elementary stimulus
positions. The size of these areas resembles avsnagle cell receptive field sizes (Fig. 3A).
The location of maxima of activity distributionssglays the actual position of a given
stimulus in the visual field with considerable a@ay (mean deviation from 0.14°).

b) Studying the population representations withtimé-slice technique” revealed a gradual
and coherent evolution of the activity distribugom time and space (Fig. 4A). This is
remarkable in view of the complex spatial-tempatcture of the single cells’ receptive
fields.

c) The observed accurate reconstruction of eachubis position is the prerequisite for
analyzing interactions of the composite stimuligrms of parametrical (retinal) space.

2. Composite stimuli

a) Nonlinear interactions were analyzed by comatire measured population responses to
composite stimuli with the calculated linear supsipon of the corresponding elementary
stimulus representations. The spatial structureth&f activity distributions induced by
composite stimuli resemble the spatial structurtho$e for superpositions (Fig. 3B).

b) As the most striking interaction effect we foumdtimulus distance dependent suppression
of the population response. It was greatest forllsdistances of stimulus components (Fig.
3B and Fig. 6A).

c) The temporal evolution of activity distributiofigr representations of composite stimuli
differed from those of superimposed representataredementary stimuli. Dependent on the
distance of stimulus components, they reached thakimal activity up to 5ms earlier (Fig.

4B, Fig. 5 and Fig. 6B). This shift in the laterfoy maximal activity was mainly due to a

delayed onset of suppressive interactions (Fig. Thle latency of maximal suppression
correlated with stimulus distance (Fig. 5 and FB8). The distance-dependent temporal
evolution of suppressive and fascilitatory intei@ts at stimulus positions is summarized in
Fig. 6C.

d) We compared activity distributions for composgémuli and their corresponding
superpositions, both normalized for their maximag #ound spatial distortions. The most
prominent effects are: (1) a reduction in the $if@reas with raised activity, leading to a
sharpening of both activity peaks (Fig. 7) anda@eepening of the valleys separating the two
peaks of the activity distributions.

e) The spatial distortions, like the global suppi@s described above, appeared with a
temporal delay of several milliseconds after theedrof activity. As the onsets of suppression
and spatial distortions lye within a time window 50 to 55ms, we suggest that both
interaction effects are mediated by common mechais

AA 4



BioNet'96: 3.Workshop ‘Bio-Informatics and Pulspropagating Networks’ 14.-15. Nov. 1996, Berlin

Fig. 3: Static population representations of elemdary and composite stimuli,
calculated by projecting and interpolating neuronal activities of 186
single units into the visual field. The graylevel-ocded activity
distributions are based on the summarized responsesithin 40-70ms
after stimulus onset. The displayed visual field aa covers 3.6_ by 3.6 _.
Activity levels are additionaly indicated by equidstant contour lines
(5%-steps), with the 50%contour-line strenghtend; A: activity
distributions of elementary stimuli; B: the observel interaction effects
are examplified in the comparison of measured actity distributions for
four stimulus distances (d1, d3, d5, d7) and the oesponding calculated
superpositions (s1, s3, s5, s7), which were obtathéy superimposing
activity distributions induced by their elementary components.
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Fig.4: Dynamic population representations in visualcoordinates induced by
elementary and composite stimuli; A: spatio-temporh activity
distributions induced by elementary stimuli evolvecoherently in time;
B: comparison of the temporal evolution of the actiity distributions
induced by two different composite stimuli and theai corresponding
superpositions.
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Fig.5: Temporal evolution of amplitudes of activity distributions at stimulus
location in visual space for 4 different distancesluring the first 100ms
after stimulus onset. Upper row: composite stimuli (black) and
elementary stimuli (gray); middle row: composite simuli (gray) and the
corresponding superpositions (black); lower row: diference of both
curves as an indication for the degree of suppressi or fascilitation.
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Fig.6: Dependence of various parameters on distanad stimulus components
(indicated on x-axis in degree visual angle) at stiulus position;
A: 1) percentual deviation of maximal response strggth induced by
composite stimuli from responses to elementary stioli (gray) and their
superposition (gray) and 2) maximal suppression (ddned) during the
first 100ms after stimulus-onset. B: Latency of mainal response for
composite stimulus (black line), superposition (gna line), and maximal
suppression (dashed line). C: Spatio-temporal “intection kernel”. The
temporal evolution of suppression or fascilitationof responses to double
stimuli is given as the difference between the respse strength

Conclusion

The population coding technique was shown to begpropriate tool for the analysis of

cortical dynamics. The method enables us to cotisérieollective neural activity distribution

(population representation) over a defined paramgpace, in our case the retinal spatial
coordinates. This population representation isogeption of information distributed across a
large number of neurons into a parametrical spafi@eatl for abstract variables. Therefore it
specifies the meaning of the activity of singldsand their complex tuning properties to the
global function in the cortex independently of tt@nstraints of cortical anatomical maps.
Even more, the population coding method displaydtinauronal data in “psychophysical

coordinates” and could be used to directly pregisychophysical observations from the
spatio-temporal activity distributions.
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Fig.7: Spatial distortions in activity distributions for composite stimuli
(experiment) compared to the corresponding superpdsons
(superposition) for various distances of stimulus @mponents. The
activity distributions were normalized for their maximal amplitudes.
Left: Temporal evolution of the size of areas, wher the amplitude
exceeds 50% of the maximal amplitude (y-axis: siz@ square degrees).
Right: Temporal evolution of the ampitude of the sparating valleys
between the maxima at stimulus location (left y-ast height of the
maxima at stimulus location; right y-axis: height ¢ the valley minima in
percent of the maximal amplitude at stimulus locatn).

The experimental paradigms have to be adaptedetpdpulation coding method. All cells of
the sampled ensemble must be stimulated by idémiicamon stimuli independently of the
single cells’ receptive field properties and looas in the visual field (non RF-centered
approach). Stimulus parameters should not be “opgidi in order to achieve high firing rates
for individual cells.

Since the population representation is compatibléh weural field models, we could
demonstrate that a Wilson & Cowan model [14] coabddurately predict the deviations in
temporal evolution of activity induced by composstenuli in a recent paper [13]. Here we
present additional spatio-temporal effects. Theetoourse of these effects parallels the global
suppression, suggesting a common mechanism. Taiexjile observed spatial distortions
(smaller size of activated area, better separatioactivity peaks), we propose long-range
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lateral inhibitory connections and short-range ®tory connections in parametrical

coordinates. Since the lateral interactions leadatsharpening in the spatio-temporal
resolution of composite stimuli, one biological étion could be a contrast gain via a gain-
control mechanism [15]. The fact that the onsehefspatio-temporal interactions is delayed
for several milliseconds after the onset of actiuit the population representation is a strong
indication for the mediation or at least inductiohthe observed interactions by cortical

connectivity.
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