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Abstract

The problem of ECG analysis to find dynamical signatures of the heart-brain interaction is
considered. Several methods are applied to study three groups of ECG signals: those of healthy
people, patients after myocardial infarction (AMI) and animals without direct heart-brain
interaction (WHBI). It is shown that there are ECG features allowing to distinguish
statistically significantly the mentioned groups of ECG signals.

Introduction

It is well known [1,2] that the nature of the helarain interaction is very complex and
different aspects regarding this topic should beist. In particular, the systematic investigation
of EEG and ECG signals is useful to receive featwtearacterizing such an interaction. Here,
several methods were applied to the analysis @etlyroups of ECG signals. The signals of
healthy people (20 subjects), patients after mybahinfarction (AMI, 20 patients) and animals
without direct heart-brain interaction (WHBI, 7 avdls) were analyzed, respectively. The
following parameters of the signals were studied:

1. The dynamics of signals, i.e., the deterministigotic (generated by a strange

attractor) or stochastic (random) one.

2. The presence of ECG segments with different btattistical (the probability

density) and dynamical (chaotic or stochastic) proes.

3. The spectral peculiarities based on valuesefdbal Lyapunov exponents.
The dynamics of a signal (the point 1) was deteeahiby a version of the nonlinear forecasting
technique after embedding of the signal in a certaultidimensional space. The spectral
peculiarities (the point 3) were received by theeorg spectral method after selecting ECG
segments with approximately equal values of thallbgapunov exponents. This method allows
to detect periodicities which appear in segmerdyaccurred.

In the following sections, we present the methazkdiand results received.

Thedynamics of ECG signals

To study the dynamics of a signal, it is necessargpply an appropriate numerical criterion.
Recently, a few criteria were proposed for thispose [3-6]. Here, we apply the method
described in ref.[6]. The reason of this choickdsed on features as follows:

» a coefficient characterizing the dynamics showkeardistinction between the
chaotic behaviour and the stochastic one;

« a procedure for calculating of this coefficientiisick enough.
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Denote by<(1),5(2),...,s(N) the time points of some one-dimensional time setigsing the
Takens' embedding procedure [5,8], we receivedljaence of vectors

x() = (s(@),s(+L),....,s(+(E-1)L), j=1,...,N-(E-1)L.

Here, the embedding dimension and the lag timedastgnated by E and L, respectively. The
embedding parameters E and L are chosen by usmgmtithods [14] or by minimizing a
translation error considered below.

Let x;,X,,...,.x, be the k nearest neighbours of some point Next, designate byy,,y,,...y,

the images of x;,x,,...,x, after one time step [8]. The translation vector=y, - x and its

average

1 k
Vy=— )
(V) k+1;v1

are used to calculate the translation error

_ 1 slv =i
Tk i
where the Euclidean length is designated byitj\las shown [6] that the translation erigris
greater than or equal to unit for the Gaussianend¢e also verified this inference for a strongly
non-Gaussian noise with the K-distribution probigpidensity [7]. At the same timey, < 0.1 for
the Henon attractor that is significantly less tHamvalue ofg, for the Gaussian noise. The same
ranges of the translation error were received fbeoattractors, including the logistic map and
the Lorenz system [8]. Thus, translation error ig@od" discriminator between the stochastic
and deterministic time series. This inference isea if the length of time series is not too small

Non-parametric segmentation

Next, some statistical characteristics of ECG tisegies were studied to distinguish
statistically significantly the mentioned groupssignals. Notice that the four first moments of
the probability density (i.e., mean, variance, asgtry, excess) were useless to reveal the
statistically
significant difference between the signals fromghgups. A regression simulation of the signals
was also unsatisfactory. Then, segmentation pregerf9,10] of ECG time series were
investigated. This means that a time series igldviinto some parts (segments) according to a
certain criterion of the probability density.

The segmentation-based approach has earlier besiecapo an analysis of heart rate
variability ([10]). However, such an analysis doest take into account other significant
characteristics of ECG signal. Therefore, we arlyall time points in the considered signals by
the segmentation-based approach [11]. The non-gdransegmentation algorithm [11] was
chosen here since it has the advantages as folkoss, this algorithm is non-parametric without
any constraining assumptions. Second, the dynansigrgamming method used here allows to
resolve the corresponding minimization problem.rdhia simple procedure based on the
probability density can be applied to classify #egments. At the same time, we believe that
other algorithms of segmentation (in particulaisdzhon the generalized likehood ratio) can also
be used here.
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Let the time series consists of K homogeneous sen&he term "homogenous" means that
each segment can be characterized by a statioaadpm process with some constant (for this
segment) function of the probability density. Thatistical properties of the segments are
changed abruptly in certain points which are boupelsveen the segments. These bounds are
designated byr;,j =1...,K-1; the length of j th segment is denoted by . Then the initial

time series <(1),5(2),...,s(N) can be presented as a sum of segmérxcg...,xk) Wwhere
X; = ((Tjea* D8 and T =T+ 7,,( =1,....K=1To=0).

It is also assumed that a complete set of the pilityadensities of the segments
represents a family of thrice continuously diffdiable functions. These functions and their

derivatives should be limited. Furthermore, thécfeing condition is imposed for any function
p(s) of the probability density:

An(P) = [ P(9)ds<e0,m=12,3

R
The estimation of the distance between the segnentsried out by

2
@ £,,=p, (Tia T TiaT)) =.|.(pj1(s)—pjz(s)) ds/2,
a4 -1 -1 . A
@ p©=(n)" X |Hil K[ni =) 06,0
t=T;-1
where p. is the non-parametric probability density in thesBnblatt-Parzen sense for the
segment X;.The Gaussian kerné{(y) is defined by

K(y) = (27) ex —sz

The smoothing constant H; is determined for every ith segment
Hi=b (Ti—Ti,l)_awhere a>0 and p, > 0. A value of the integral in (1) is estimated by the

well-known Simpson formula.

The one-dimensional version of the algorithm [11] is &ggphere because all the ECG
signals are scalar. The normalized distance between c(asgesents) is denoted by
rhlz = rJlJz(TJrl’Tli’TJfl’TJ 2)'

Here, an estimate of the probability density coreduby (2) for any time series assuming its
homogeneity is used.

Notice that the quantity of segments and the lengths of segments,...,r,., are
unknown. At the same time, it is supposed that mahiand maximal values of these parameters
are predetermined beforehand, i.e.,
1<K <5 7mn < T < Tpaod = (4,...,K=1).

Hence, the functional to be minimized is expressetbllows
L
R=R(K,T)) = (K_l) Zgl(Ti “Tiots Tior = T ea (o0, T T b Tis )
i=1
The function g,(7,7') defines some two-dimensional probability density the lengths of

segmentsy =T, ~Ti,and 7' = T, — T;.
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Thus, the functionaR represents the averaged with weights (ove(Hklt-1) changes of

the probability density) the value of the distabeéween the segments. Hence, the evaluation of
the quantity of segmentk and the moments of changgs is obtained by the solution of the

following optimization problem
R(K,Tj)= njl_axngax

where K falls into some admissible set,. Usually, A, is a set of integers within the band
lying from a minimumK,, to maximumk ., respectively. The length of the segmentis
also limited within the ranger, <7 < rm.» Where r,, and r,... are chosen taking into
account the quantity and other features of data.

A maximization of R is carried out by the dynamiogramming technique separately for
every K from A.. Here, the conditions
Ti—1+ Tmin < Ti < min{Ti-l+ T max N _(k _1) Tmlr)!i = l,K - 1
should be satisfied.

A classification of the received segments can hdopeaed by methods described, for
example, in [12]. Here, the following simple apprbas applied. If we would like to obtaih
classes fromK segments, th¢K - L) -step procedure is used. For the first step, thentty of
classes is assumed to hé= K. Using the criterion of the minimal normalizedtdisce between
the segments
ra (Tt Tio T TH) = n|1in,i <kslsl,

the numbers(k’,l’) of the most nearest segments are found. There ttves segments are
unified in a new one segment with the numiiér Respectively, the quantity of classes to be
considered is diminished tb' = K -1 This procedure is repeated up to the linhit= L.
Then, the procedure of classification is compleaed segments falling into every class are
determined.
Hence, the segmentation parameters were evaluatettid analyzed groups of signals.
Here, the computations were carried out for the memof segmentation points from one to four.
If one segmentation point is considered, then lo¢hposition of this point and the normalized
distance (ND) between the segments were takeragtount to distinguish the groups. Since the
size of registered ECG data is too large to agmysegmentation procedure directly, three values
of N were applied: N =300, 500 and 1000. To inceetie robustness of the procedure, the
obtained parameters were estimated for 10 consecirtervals, where each interval has
points, with the following averaging.
In the case when the number of segmentation p@ntarger than one, the following
parameters were taken into account:
 the position of segmentation points;
« two minimal values of ND between the nearest (atiogrto ND) segments;
« the numbers of segments unified into the first sexbnd class, respectively;
» the averaged ND between the classes.
Thus, the most significant parameters of the seggtien procedure were analyzed to find
the differences between the groups.

Theorder-q power spectrum
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It is known that features of the ECG periodicitie® be useful to characterize some heart
abnormalities. For example, the spectral parameteheart rate variability (HRV) and spectral-
temporal analysis of signal-averaged ECG (STA) applied for this purpose. However, the
conventional spectral parameters (including thd9éRV and STA) were not efficient enough in
our situation. Notice also that the mentioned spégiarameters are characteristics of the whole
signal or the most typical cardiac complex. At #zene time, there is the possibility that some
cardiac disorders cause periodical components i E€gments rarely occurred. The number of
the segments and their bounds are not known befodeh

Recently, a new method called the order-q powectspma was proposed to detect the
order-q periodicities in time series [13]. Theseigucities appear in segments with certain
characteristics of the nonlinear dynamics. Here,gne a simplified version of the method
basing on the fact that different segments of arGESignal have, on the whole, different
informational features. These features can be ypustalistical (e.g., mean, variance, probability
density) or dynamical. The latter are intendeddsaiibe the deterministic dynamics of the signal
in a certain phase space.

Since the periodicities lead to the deterministimaimics, we can select appropriate
segments based on characteristics of this dynai@&®, values of the local Lyapunov exponents
were used. It should also be noticed that the Idogpunov exponents are essential
characteristics of the time behaviour of the sigmaisidered [5,8]. In particular, a nonlinear local
predictability can be evaluated by these charatiesi

The values of the local Lyapunov exponents are caetpfor each point of a time
series. Then, the whole time series is divided sstpments with different averaged
magnitudes of the local Lyapunov exponents. Nesty ntomponents are received by
joining of segments with approximately equal thesgnitudes. The components are
analyzed by the conventional spectral method. dheviing parameters of the this
nonlinear method were estimated:

1. The amplitude of the main (highest) spectrakpe

2. The position (i.e., the frequency value) of thésk.
Here, we describe shortly the method allowing tal fthe order-q periodicities [13]. Let, as
earlier, we have one-dimensional time serig8),s(2),...,s(N) which is divided intok
segments. Each segment containpoints. The order-q power spectrum(a) is calculated by

selecting of the segments with equal averaged salyeof the local Lyapunov exponengs

- I 1 n
=i A) _ (nes(mn)
e (BN@)-A)) e (exdanAy)
Here, <D]]1>] designates the time average over all the segmEmspower spectrunh(e,n) for

every selected segment is calculated in the cororaitway

I (w,n) =

1 nil i
ﬁlzos(l)equlw
Notice that the valueg;,i =0,12,... are estimated along the trajectory in phase spadethey

are taken into account as a new time series.

The groups of signals were compared by the spepaeameters obtained from the
components chosen, as mentioned, at the same aderalyies of the local Lyapunov exponents.
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Summary

We have a few findings in the present study. Itipaar, it was found that the WHBI
signals are deterministic while the other signaseh as a rule, the stochastic or intermediate
dynamics. The ECG time series of patients after qagdial infarction are more deterministic
(i.e., close to the WHBI signals) than those of ilealthy people (p<0.05 by the Mann-Whitney
nonparametric test). The segments with differemth{e statistically significant sense) probability
density functions were not received for all thenaig. However, the groups were discerned by the
distance between the probability densities of ggrents (p<0.05). Using the order-q method,
specific spectral components were found for eacthefthree groups of signals (p<0.01). Thus,
there are the ECG characteristics allowing to miigtish statistically significantly the ECG
signals recorded without the heart-brain interactisccording to values of these characteristics,
the signals for the patients after myocardial ictian are closer to the WHBI signals than those
of the healthy people.

References

[1] Carpeggiani C et al. .Nonlinear dynamics dditteate in normal subjects. European Heart Jout®8I3, v.14,
Abstract Supplement. p.428

[2] Goldberger AL Fractal mechanisms in the elgaitiesiology of the heart. IEEE Eng. Med. Biol. M4§92, v.11,
pp.47-49

[3] Kaplan DT and Glass L Direct test for deterramiin a time series. Phys. Rev. Lett. 1992, v.§8}37-430

[4] Kennel Mb and Isabelle S Method to distinguissible chaos from colored noise and to deteremnigedding
parameters. Phys. Rev. A 1992, v.46, pp.3111-3116

[5] Abarbanel HDD et al. The analysis of observhdatic data in physical systems. Reviews of Modriysics,
1993, v.65, pp.1331-1392

[6] Wayland R et al. Recognizing determinism irnaet series. Phys. Rev. Lett., 1993, v.70, pp.58®-58

[7] Jakeman E On the statistics of K-distributeésaoJ. Phys. A, 1980, v. 13, pp.31-36

[8] Shuster HG Deterministic chaos. Physic-Verlginheim, 1989

[9] Willsky AS Survey of design methods for failudetection in dynamic systems. Automatica, 19762 vpp.601-
611

[10] Basseville M and Benveniste A (editors) Deitatof abrupt changes in signals and dynamicaksyst Lecture
notes in control and information sciences, 77.irgjer-Verlag, Berlin, Heidelberg, New York, Toky086.

[11] Melnikova YeK and Kharin YuS The detectionroéiltiple changes and classification of time sebigstatistical
estimates of distances between classes. Autonatitd elemekhanica

(Autom. Remote Control, USA) 1991, v.12, pp.76-84

[12] Hunt EB Artificial intelligence. Academic presNew York, San Francisco, London, 1975

[13] Shibata H and Ishizaki R Periodicity in traj@ges of chaotic systems in phase space. Physid823, v.197,
pp.130-143

GH-6



